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Abstract: The paper presents the Ant Colony Optimization (ACO) algorithms, and investigates their 
convergence properties. Our investigation is limited to the following ACO algorithms: Ant System, 
MAX-MIN Ant System, Elitist Strategy of Ant System and Rank Based Version of Ant System. In 
the literature can be seen, that a novel of optimization problems are solved with ACO algorithms. In 
our investigation, we limited the Multi-Depot Vehicle Routing Problem with Time Windows 
(MDVRPTW), which is an NP-hard discrete optimization problem. The paper presents a literature 
review in connection with ACO algorithms, and Vehicle Routing Problem (VRP). After that, the 
mathematical model is written. The paper also presents the implemented algorithms, and the test 
results based on benchmark data. 
Keywords: Ant Colony Optimization, Multi-Depot Vehicle Routing Problem with Time Windows, 
optimization 
 
1. INTRODUCTION 
 
The Ant Colony Optimization (ACO) algorithms are heuristic optimization algorithms. 
They belong to swarm intelligence methods. The first ACO algorithm is initially proposed 
by Marco Doringo in 1992 his PhD thesis. His first algorithm is implemented for searching 
an optimal path in a graph. Since then several versions of ACO algorithms were 
implemented. In this article the following ACO algorithms are presented: Ant Colony 
System, Ant System, Elitist Strategy of Ant System, MAX-MIN Ant System, Rank Based 
Version of Ant System. We tested the efficiency of the algorithms with the Multi-Depot 
Vehicle Routing Problem with Time Windows (MDVRPTW). The Vehicle Routing 
Problem is a logistical problem. One of the most important tasks of logistics is the cost-
efficient transportation of the right goods to the right place. The VRP can simulate the in-
plant and out-plant material handling processes or can simulate the complex logistics 
system. In the case of the complex system the in-plant, the out-plant material handling is 
taken into account. In the case of the MDVRPTW, the position of depots is known in 
advance. Also, the number of vehicles per depot, the capacity of the vehicles are known in 
advance. We also know the position, the demand and the time windows of the customer. 
The demand of all customers must be satisfied in the time frame (time window). The 
objective function is the minimization of the length of the route and follows the constraints. 
In this article, the efficiency of the ACO algorithms is compared with Cordeau’s 
benchmark data. Based on the test results the Rank Based Version of Ant System gave the 
best performance. 
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2. LITERATURE REVIEW 
 
In this chapter, we present a literature review. First, the Ant Colony Optimization is 
presented, then the Vehicle Routing Problem. 
 
2.1. A literature review of Ant Colony Optimization 
 
The Ant Colony Optimization algorithms are common heuristic algorithms. We can find 
180 articles in the literature (in the Web of Science database) related to the keywords: 
TITLE: ("ant colony optimization") AND TOPIC: ("convergence")). Our search was 
conducted in February 2019; therefore, new articles may have been published since then. 
On subject area (Figure 1) shows that the majority of the publication related to computer 
science artificial intelligence. Also, some publications have been published in the following 
fields: Engineering electrical electronic, operations research management science, computer 
science interdisciplinary applications. 
 

 
Figure 1. Classification of articles considering subject areas based on a search in WoS database 

using TITLE: "ant colony optimization" AND TOPIC: "convergence" keywords 

As Figure 2 demonstrates, the ant colony optimization has been researched over the past ten 
years. 
 

 
Figure 2. Classification of articles by year of the publication based on a search in WoS database 

using TITLE: "ant colony optimization" AND TOPIC: "convergence" keywords 
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Ant Colony Optimization consists of the following algorithms: Ant Colony System, Ant 
System, MAX-MIN Ant System, Rank Based Version of Ant System, Ant-Q. The 
algorithms simulate the food search of the ants. There are lots of problems, which have 
been solved by the ant colony optimization. These include the following problems: 

• shop scheduling problem [1]: The authors investigate the open shop scheduling 
problem. They solve the problems with tabu search and ACO algorithm. 

• image edge detection [2]: The authors establish a pheromone matrix, which 
represents the edge information, pixel position of the image. The movements of the 
ants correspond to the image’s intensity values. 

• flowshop scheduling problem [3]: The 2-machine flowshop scheduling problem is 
considered in the article. Simulated Annealing search and local search algorithms 
are also applied along ACO algorithm. 

• object segmentation [4]: In the article, the segmentation of infrared object with fuzzy 
entropy approach is investigated. The ACO is used to obtain the optimal parameters. 
Tests are compared with the Genetic algorithm. 

• design of water distribution systems [5]: The optimal design of water distribution 
systems is investigated in the article. The problem is solved with ACO algorithms 
and Genetic Algorithm. The algorithms are compared, the ACO algorithms gave 
better solutions. 

• project scheduling [6]: The paper presents the resource-constrained project 
scheduling problem. The authors present the combination of two pheromone 
evaluation methods in ACO algorithm. Presented also benchmark problems from the 
Project Scheduling Library. 

• traveling salesman problem [7]: The ACO algorithm is presented first in the paper. 
The paper describes, that both for symmetric and asymmetric instances of the TSP 
gave the algorithm good solutions. 

• knapsack problem [8]: The authors establish a new ACO algorithm, the binary ant 
system (BAS).  

• vehicle routing problem [9]: A new approach of the ACO algorithm is presented, 
which simulates the decision-making processes of ant colonies as they forage for 
food. 

• vehicle routing problem with time windows [10]: The Multiple Ant Colony System 
for the Vehicle Routing Problem with Time Windows is established in the paper. 

• multi-depot vehicle routing problem [11]: The paper presents the Vehicle Routing 
Problem with virtual central depot (V-MDVRP). An improved ant colony 
optimization with coarse-grain parallel strategy, ant-weight strategy and mutation 
operation is presented in the paper. 

• text feature selection [12]: The authors describe the text feature selection. This 
process is the most important step in text categorization. To improve the 
performance of text categorization the authors use ACO algorithm. 

• data mining [13]: The authors present Ant-Miner (ant-colony-based data miner) 
algorithm. The algorithm extracts classification rules from data. 

 
2.2. A literature review of Vehicle Routing Problem 
 
Vehicle routing is a very intensively investigated research area. We can find 6424 articles 
in the literature (in the Web of Science database) related to the keywords: TITLE: ("vehicle 
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routing problem") AND TITLE: ("optimization")). On subject area (Figure 3) shows that 
the majority of the publication related to operations research management science. In 
addition, some publications have been published in the following fields: Transportation 
science technology, management and computer science interdisciplinary applications. 
 

 
Figure 3. Classification of articles considering subject areas based on a search in WoS database 

using TITLE: "vehicle routing problem" AND TITLE: "optimization" keywords 

As Figure 4 demonstrates, the vehicle routing problem has been researched over the past 
ten years. 
 

 
Figure 4. Classification of articles by year of the publication based on a search in WoS database 

using TITLE: "vehicle routing problem" AND TITLE: "optimization" keywords 

Figure 5 shows the number of articles in the literature (in the Web of Science database) 
related to the keywords: TITLE: ("multi-depot vehicle routing problem with time 
windows") AND TITLE: ("optimization")). On subject area (Figure 5) shows that the 
majority of the publication related to operations research management science. In addition, 
a number of publications have been published in the following fields: computer science 
interdisciplinary applications, management and industrial engineering. 
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Figure 5. Classification of articles considering subject areas based on a search in WoS database 

using TITLE: "multi-depot vehicle routing problem with time windows" AND TITLE: "optimization" 
keywords 

As Figure 6 demonstrates, the multi-depot vehicle routing problem with time windows has 
been intensively researched over the past six years. 
 

 
Figure 6. Classification of articles by year of the publication based on a search in WoS database 

using TITLE: "multi-depot vehicle routing problem with time windows" AND TITLE: "optimization" 
keywords 

The Vehicle Routing Problem (VRP) is highly investigated. In the case of the base 
problem, the position and the demand of the customers are given. Also the position of the 
depot, the number and capacity constraints of the vehicles are given. The goal is the 
minimization of the length of the route. Over the years, many variations of the problem 
have been developed. In the following, we present the most common variants, the 
constraint of the VRP: 

1. Multi-Depot Vehicle Routing Problem (MDVRP) [14]: In the case of MDVRP some 
(not only one) depot is given. The vehicles start from one depot, visit the customers 
then return to the depot from which have been started. 

2. Open Vehicle Routing Problem (OVRP) [15]: In the case of OVRP, the vehicles do 
not return to the depot after visited the customers. 
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3. Periodic Vehicle Routing Problem (PVRP) [16]: The customer must be visited 
periodically (for example each customer must be visited daily, each must be visited 
weekly etc.) 

4. Pick-up and Delivery Vehicle Routing Problem (PDVRP) [17]: Each customer has 
pickup demand and each customer has delivery demand. This means that each 
product must be delivered from the depot to the customers while each product must 
be collected from the customers to the depot. 

5. Vehicle Routing Problem with Time Windows (VRPTW) [18]: Each customer has a 
time window. The customers must be visited within this interval. 

6. Two-Echelon Vehicle Routing Problem (2E-VRP) [19]: The product will be 
delivered from the depot to the customers not directly. From the depot, the product 
is delivered to intermediate locations called satellites. From the satellites, the 
product is transferred to the customers. 

 
3. MULTI-DEPOT VEHICLE ROUTING PROBLEM WITH TIME WINDOWS 
 
In the case of the Multi-Depot Vehicle Routing Problem (MDVRPTW) given the position 
of the depots and customers in advance. The customers have product demands, time 
windows and service times. Time window indicates an interval, in which the demand of the 
customer must be satisfied. The depots have a certain number of vehicles. The vehicles 
have capacity constraint and maximum duration time. The goal is the minimization of the 
length of the route. In Figure 7, the depots are indicated by D1 and D2, and the customers 
are indicated by integer numbers (from 1 to 10).  
 

 
Figure 7. The Multi-Depot Vehicle Routing Problem with Time Windows 

In Figure 7 the D means the demand of each customer, the TW indicates the time window 
(earliest and latest service time), the ST indicates the service time of the customers. The D1 
and D2 depots have two vehicles. The first vehicle starts from D1, then visits customer 1, 
customer 3 then returns to the D1 depot. The second vehicle starts from D1, then visits 
customer 2, customer 4, customer 6 then returns to the D1 depot. The third vehicle starts 
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from D2, then visits customer 5, customer 7 then returns to depot D2. The fourth vehicle 
starts the tour from D2 depot, then visits customer 8, customer 10, customer 9 then returns 
to D2 depot. 

In our model we define the following input parameters: 
• Customers R= [𝑟𝑖] 
• Depots F= �𝑓𝑝� 
• Vehicles 𝑉 = �𝑣𝑝� 
• The demand of the customers D= [𝑑𝑖] 
• The earliest service time of the customers 𝐸 = [𝑒𝑖] 
• The latest service time of the customers 𝑇 = [𝑡𝑖] 
• The service time of the customers 𝑆 = [𝑠𝑖] 
• The capacity constraint of the vehicles 𝑄 = �𝑞𝑝,ℎ� 
• The maximum duration of a route per vehicle 𝑅𝐷 = [𝑟𝑑𝑝,ℎ] 
• Location of customers 𝐿𝐶 = [𝑙𝑐𝑖] 
• Location of depots 𝐿𝐷 = �𝑙𝑑𝑝� 
• Distance 𝐷𝐼 = 𝐷𝐼(𝐿𝐶, 𝐿𝐷) 𝐷𝐼 = �𝑑𝑖𝑤,𝑔� 𝑤,𝑔 = 1 …𝑛 + 𝑚 
• where  
• 𝐷𝐼𝐶𝐶 = �𝑑𝑖𝑤,𝑔

𝐶𝐶 � 𝑤,𝑔 = 1 to 𝑛 distance among customers 
• 𝐷𝐼𝐶𝐷 = �𝑑𝑖𝑤,𝑔

𝐶𝐷 � 𝑤 = 1 to 𝑛 and 𝑔 = 𝑛 + 1to 𝑛 + 𝑚 distance in customer-
depot relation 

• 𝐷𝐼𝐷𝐶 = �𝑑𝑖𝑤,𝑔
𝐷𝐶 � 𝑤 = 𝑛 + 1 to 𝑚 + 𝑛 and 𝑔 = 1 to 𝑛 distance in depot-

customer relation 
• 𝐷𝐼𝐷𝐷 = �𝑑𝑖𝑤,𝑔

𝐷𝐷 � 𝑤 = 𝑛 + 1 to 𝑚 + 𝑛 and 𝑔 = 𝑛 + 1 to 𝑛 + 𝑚 distance in 
depot-depot relation 

 
In our model we define the following indices: 

Customer     𝑖, 𝑗 = 1 𝑡𝑜 𝑛 
Depot    𝑝 = 1 𝑡𝑜 𝑚 
Vehicle    ℎ = 1 to 𝑚𝑎𝑥(𝑣𝑝) 

 
The following decision variable is defined: 

𝑋 = �𝑥𝑝,ℎ,𝑏� vehicle ℎ of depot 𝑝 is assigned to customer 𝑥𝑝,ℎ,𝑏 as supply task 𝑏 
 

𝑏 = 1 … 𝑏𝑝,ℎ
𝑚𝑎𝑥      (1) 

 
𝑏𝑝,ℎ
𝑚𝑎𝑥 is the number of assigned customers to vehicle ℎ of depot 𝑝. 

 
In our problem the objective function can be defined in the following way: 
 

𝑚𝑖𝑛 ∑ ∑ (𝑑𝑖𝑝,𝑥𝑝,ℎ,1
𝐷𝐶 + 𝑑𝑖𝑥𝑝,ℎ,𝑏𝑝,ℎ

𝑚𝑎𝑥 ,𝑝
𝐶𝐷 +max𝑝 𝑣𝑝

ℎ=1
𝑚
𝑝=1 ∑ 𝑑𝑖𝑥𝑝,ℎ,𝑏,𝑥𝑝,ℎ,𝑏+1

𝐶𝐶 )
𝑏𝑝,ℎ
𝑚𝑎𝑥−1

𝑏=1  (2) 

 
The following constraint must be taken into account: 

All customers are visited exactly once: 
∑ ∑ 𝑥𝑖,𝑝,ℎ

∗max𝑝 𝑣𝑝
ℎ=1

𝑚
𝑝=1 = 1   ∀𝑖   (3) 
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where 𝑋∗  = �𝑥𝑝,ℎ,𝑏

∗ � is a binary matrix based on the permutation matrix X and 𝑥𝑖,𝑝,ℎ
∗ = 1 if 

𝑥𝑝,ℎ,𝑏 = 𝑖 otherwise 0. 
Vehicles cannot exceed their capacity limits: 
 

∑ 𝑑𝑥𝑝,ℎ,𝑏
𝑚
𝑖=1 ≤ 𝑞𝑝,ℎ    ∀𝑝, ℎ    (4) 

 
Vehicles cannot exceed the maximum duration of a route: 
 

∑ 𝑠𝑥𝑝,ℎ,𝑏

𝑏𝑝,ℎ
𝑚𝑎𝑥

𝑏=1 + ∑ 𝑑𝑖𝑥𝑝,ℎ,𝑏,𝑥𝑝,ℎ,𝑏+1
𝐶𝐶𝑏𝑝,ℎ

𝑚𝑎𝑥−1
𝑏=1 + 𝑑𝑖𝑝,𝑥𝑝,ℎ,1

𝐷𝐶 + 𝑑𝑖𝑥𝑝,ℎ,𝑏𝑝,ℎ
𝑚𝑎𝑥 ,𝑝

𝐶𝐷 ≤ 𝑟𝑑𝑝,ℎ      ∀𝑝, ℎ (5) 

 
It is not allowed to exceed the defined time window, which can be calculated in two 
different ways depending on the position of the customer in the route. 

• if the customer is the first one being supplied from the depot: 
 

𝑒𝑖 ≤ 𝑑𝑖𝑝,𝑥𝑝,ℎ,1
𝐷𝐶 + 𝑠𝑥𝑝,ℎ,1 ≤ 𝑡𝑖         ∀   𝑖 = 𝑥𝑝,ℎ,1  (6) 

 
• if the customer is supplied not as the first one in the route from the depot: 
 

𝑒𝑖 ≤ ∑ 𝑠𝑥𝑝,ℎ,𝑏
𝑖
𝑏=1 + ∑ 𝑑𝑖𝑥𝑝,ℎ,𝑏,𝑥𝑝,ℎ,𝑏+1

𝐶𝐶𝑖
𝑏=1 + 𝑑𝑖𝑝,𝑥𝑝,ℎ,1

𝐷𝐶 ≤ 𝑡𝑖          ∀𝑖  (7) 
 

4. REPRESENTATION OF THE PROBLEM 
 
In this chapter, we present the representation of the Multi-Depot Vehicle Routing Problem 
with Time Windows (MDVRPTW). This representation is used by the ACO algorithms. 
We used a two-part representation. The first part is depot-vehicle compliance (depot-
vehicle part). This part contains the number of depots, as many vehicles have each depot, 
for example 1, 1, 2, 2. 

The second part is the sequence of the customers (customer part). This part contains all 
customers (number of customers) exactly once, for example 1, 3, 2, 4, 6, 5, 7, 8, 10, 9. 

The evaluation of the two-part representation is the following: First, the sequence of 
customers is taken into account. Taking the elements of this sequence until one constraint is 
broken. This sequence of customers will belong to the first vehicle. The depot of the first 
vehicle is the first element of the depot-vehicle part. Then taking the elements of the 
sequence of the customers from the last taken customer until all constraints are satisfied. 
This will be the customers of the second vehicle. The second element of the depot-vehicle 
part will indicate the depot of the second vehicle. Iterating the above-written steps until all 
customers are not visited. If all customers are visited, we get the solution. If not all 
customers are visited, but the depot-vehicle compliance has no more elements, then all 
vehicles are used, but not all customers are visited, so the solution does not satisfy all 
constraints. To avoid these solutions, we use penalty points. The fitness function is the 
distance travelled and the number of missed customers. 
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5. ANT COLONY OPTIMIZATION ALGORITHMS 
 
The base ACO algorithms [20] are extended with depot and customer part described above. 
The basic steps are represented in Figure 8. 

 

 
Figure 8. The basic steps of the Ant Colony Optimization algorithms 

5.1. Ant System 
 
The algorithm consists of the following steps [20]:  
1. Generating the depot part and the customer part for each ant. The generation occurs 

randomly. 
 

2. Initializing the pheromones of the edges.  
The following formula is used where 𝜏𝑖𝑗(𝑡) = 1: 

𝜏𝑖𝑗(𝑡 + 1) = (1 − 𝜌) ∗ 𝜏𝑖𝑗(𝑡) + ∑ ∆𝜏𝑖𝑗𝑘 (𝑡)𝑚
𝑘=1   (8) 

In the formula 0 < 𝜌 ≤ 1 is the rate of the pheromone evaporation. The amount of 
pheromone, which the ant puts on (𝑖, 𝑗) edge: 

∆𝜏𝑖𝑗𝑘 (𝑡) = �
1

𝐿𝑘(𝑡)
 𝑖𝑓 𝑡ℎ𝑒 𝑘. 𝑎𝑛𝑡 𝑝𝑎𝑠𝑠𝑒𝑠 𝑡ℎ𝑟𝑜𝑢𝑔ℎ 𝑡ℎ𝑒 (𝑖, 𝑗) edge

0     𝑒𝑙𝑠𝑒
  (9) 

 

where 𝐿𝑘(𝑡) is the length of the route of the 𝑘. ant. 
 

3. The depot part is generated randomly. Each ant makes their route (customer part), in 
the following way: 
3.1. Selecting a city randomly. 
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3.2. Then we calculate the following probabilities for all (𝑖, 𝑗)cities where 𝑖 is the last 
city visited by the ant so far, 𝑗 is a city that has not been visited by the ant yet. 
The probability that the ant travel from 𝑖. city to 𝑗. city is: 

𝑝𝑖𝑗𝑘 =
[𝜏𝑖𝑗(𝑡)]𝛼∗[𝜂𝑖𝑗]𝛽

∑ [𝜏𝑖𝑙(𝑡)]𝛼∗[𝜂𝑖𝑙]𝛽𝑙∈𝑁𝑖
𝑘

   𝑖𝑓 𝑗 ∈ 𝑁𝑖𝑘  (10) 

 

In the formula 𝜂𝑖𝑗 = 1
𝑑𝑖𝑗

, and 𝜏𝑖𝑗(𝑡) gives the pheromone of the (𝑖, 𝑗) node in the 𝑡. 

iteration. 
3.3. Based on the probabilities, the next city of the ant is chosen. 
3.4. Repeat the 3.2.-3.3. steps, until all cities have been selected. 

 

4. Once all the ants have completed their tour, the pheromone on the edges is updated. 
The (8) formula is used for the pheromone upgrade. 

 

5. Storing the best ant (depot part and customer part) so far. 
 

6. The 3.-5. steps are repeated until the stopping condition is not met. The algorithm 
returns with the best solution. 

5.2. Ant Colony System 
 
The algorithm consists of the following steps [20]: 
1. Generating a path (depot and customer part) for each ant. The generation occurs 

randomly. 
 

2. Initializing the pheromones of the edges.  
The following formula is used, where 𝜏𝑖𝑗(𝑡) = 1: 

 

𝜏𝑖𝑗(𝑡 + 1) = (1 − 𝜌) ∗ 𝜏𝑖𝑗(𝑡) + 𝜌 ∗ ∆𝜏𝑖𝑗
𝑔𝑏(𝑡)   (11) 

 

In the formula 0 < 𝜌 ≤ 1 is the pheromone evaporation and ∆𝜏𝑖𝑗
𝑔𝑏(𝑡) = 1

𝐿𝑔𝑏
. 

 

3. The depot part is generated randomly. Each ant makes its way (customer part), as 
follows: 
3.1. We select a city randomly. 
3.2. The following probabilities are calculated for all (𝑖, 𝑗) cities, where 𝑖 is the last 

city visited by the ant so far and 𝑗 is a city that has not been visited by the ant yet. 
The equation (10) is used for the calculation for the probability. 

3.3. Based on the probabilities, we choose the next city of the ant. 
3.4. Perform a local pheromone update using the formula below: 
 

𝜏𝑖𝑗 = (1 − 𝜉) ∗ 𝜏𝑖𝑗 + 𝜉 ∗ 𝜏𝑖𝑗0   (12) 
 

In the formula 0 < 𝜉 < 1 and 𝜏𝑖𝑗0 is the initial pheromone value, 𝜏𝑖𝑗 is the 
pheromone content of the (𝑖, 𝑗) edge. During the local pheromone update, we do 
not make the already selected edges promising to other ants. 

3.5. Repeat 3.2.-3.4. steps until all cities have been selected.  
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4. If every ant makes its way (customer part) then we update the pheromone content of 
the edges. The Ant Colony System calls this as a global pheromone update because in 
this algorithm only the best ant can put pheromone. This is calculated with equation 
(11). 

 

5. Storing the best solution so far (customer and depot part). 
 

6. The 3.-5. steps are repeated until the stopping condition is not met. The algorithm gives 
the best solution. 

 
5.3. MAX-MIN Ant System 
 
The algorithm consists of the following steps [20]: 
1. Determination of the 𝜏𝑚𝑖𝑛  and 𝜏𝑚𝑎𝑥  values. In our algorithm the 𝜏𝑚𝑖𝑛 = 𝜏𝑚𝑎𝑥

2∗𝑛
, the 

𝜏𝑚𝑎𝑥 = 1
𝜌∗𝑇𝑔𝑏

, where 𝑛 indicates the number of customers and 𝑇𝑔𝑏 indicates the global 

best tour. 
 

2. Depot and customer part generation for each ant. The generation occurs randomly. 
3. The initialization of the pheromones of the edges. During the initialization, the 

following formula is used where 𝜏𝑖𝑗(𝑡) = 1: 
 

𝜏𝑖𝑗(𝑡 + 1) = (1 − 𝜌) ∗ 𝜏𝑖𝑗(𝑡) + ∆𝜏𝑖𝑗𝑏𝑒𝑠𝑡    (13) 
 

In the formula (13) ∆𝜏𝑖𝑗𝑏𝑒𝑠𝑡 = 1
𝐿𝑏𝑒𝑠𝑡

. Only the best ant puts pheromone. If the pheromone 
value decreases below the value of 𝜏𝑚𝑖𝑛  then the pheromone value will be 𝜏𝑚𝑖𝑛 , if the 
value grows above 𝜏𝑚𝑎𝑥, then the value will be 𝜏𝑚𝑎𝑥 . 

 

4. The depot part is generated randomly. Each ant makes the customer part, in the 
following way: 
4.1. We select a city randomly. 
4.2. The following probabilities are calculated for all (𝑖, 𝑗) cities, where  𝑖 is the last 

visited city of the ant, and 𝑗 is a city that has not been visited by the ant yet. The 
probability that the ant travels from 𝑖. city to 𝑗. city gives the (10) formula. 

4.3. Based on the probabilities, we choose the next city of the ant. 
4.4. Repeat step 4.2.-4.3. until all cities have been selected. 

 

5. If every ant moved (depot and customer) then we update the pheromone content of the 
edges. The equation (13) is used for updating the pheromone. 

 

6. Storing the so far best solution. 
 

7. Updating the 𝜏𝑚𝑖𝑛  and 𝜏𝑚𝑎𝑥  values. 
 

8. The 4.-7. steps are repeated until the stopping condition is not met. The algorithm 
returns with the best solution (depot and customer part). 
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5.4. Elitist Strategy of Ant System 
 
The algorithm consists of the following steps [21]: 
1. Generating depot and customer part for each ant. The generation occurs randomly. 
 

2. Initialization of the pheromone of the edges. The following formula is used where 
𝜏𝑖𝑗(𝑡) = 1: 

𝜏𝑖𝑗(𝑡 + 1) = (1 − 𝜌) ∗ 𝜏𝑖𝑗(𝑡) + ∑ ∆𝜏𝑖𝑗𝑘 (𝑡)𝑚
𝑘=1 + 𝑤 ∗ ∆𝜏𝑖𝑗

𝑔𝑏(𝑡)  (14) 
 

In the formula ∆𝜏𝑖𝑗
𝑔𝑏(𝑡) = 1

𝐿𝑔𝑏
, the 0 < 𝜌 ≤ 1 is the pheromone evaporation, while the 

𝑤 > 0 controls the weight, the globally best solution in which extent affects the 
pheromone update at the edges which belong to the global best solution. 

 

3. The depot part is generated randomly. Each ant makes its way, as the following: 
3.1. We select a city randomly. 
3.2. The following probabilities are calculated for all (𝑖, 𝑗) cities, where  𝑖 is the last 

visited city, 𝑗 is a city that has not been visited by the ant. The probability that the 
ant goes from the 𝑖. city to the 𝑗. city determines the (10) formula. 

3.3. Based on the probabilities, we choose the next city of the ant. 
3.4. Repeat 3.2.-3.3. steps until all cities have been selected. 

 

4. If each ant made its way (permutation) then we update the pheromone content of the 
edges. The equation (14) is used for the pheromone updating. 

 

5. Storing the best solution so far (depot and customer part). 
 

6. The 3.-5. steps are repeated until the termination condition is not met. The algorithm 
returns with the best solution. 

 
5.5. Rank Based Version of Ant System 
 
The algorithm consists of the following steps [20]: 
1. The depot and customer part generation for each ant. The generation occurs randomly. 
 

2. The initialization of the pheromone of the edges. During the initialization the following 
rules are used: 
2.1. Based on the tour of the global best ant, and based on the tour of the (𝑤 − 1) best 

ants in the iteration, the amount of deposited pheromone also depends on the rank 
of the ant (indicated with 𝑟). Only in the iteration (𝑤 − 1) best ant can deposit 
pheromone. The global best ant can put pheromone with 𝑤 weight (with the 
maximal weight). The pheromone updating formula is the following, where 
𝜏𝑖𝑗(𝑡) = 1: 

𝜏𝑖𝑗(𝑡 + 1) = (1 − 𝜌) ∗ 𝜏𝑖𝑗(𝑡) + ∑ (𝑤 − 𝑟) ∗ ∆𝜏𝑖𝑗𝑟 (𝑡) + 𝑤 ∗ ∆𝜏𝑖𝑗
𝑔𝑏(𝑡)𝑤−1

𝑟=1  (15) 
In the formula ∆𝜏𝑖𝑗𝑟 (𝑡) = 1

𝐿𝑟(𝑡)
 and ∆𝜏𝑖𝑗

𝑔𝑏(𝑡) = 1
𝐿𝑔𝑏

 . 
 

3. The depot part is generated randomly. Each ant makes the customer part, in the 
following way: 
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3.1. Selecting a city randomly. 
3.2. The following probabilities are calculated for all (𝑖, 𝑗) cities, where 𝑖 is the last 

visited city of the ant and 𝑗 is a city that has not been visited. The formula (10) 
gives the probability that the ant travels form city i. to city j. 

3.3. Based on the probabilities the next city of the ant is chosen. 
3.4. The 3.2.-3.3. steps are repeated until all cities are chosen. 

 

4. If every ant constructs the path (customer part) then we update the pheromone content 
of the edges based on the route of the global best ant and based on the route of some 
best ants of the iteration. The amount of pheromone deposited depends on the rank of 
the ant (indicated by 𝑟). Only the (𝑤 − 1) best ants in the iteration can deposit 
pheromone. The global best ant puts pheromone with 𝑤 weight. The pheromone 
updating formula is equation (15). 

 

5. Storing the so far best solution. 
 

6. The 3.-5. steps are repeated until the termination condition is not met. The algorithm 
gives the best solution (depot and customer part) in the end. 

 
6. RUNNING RESULTS 
 
We tested the efficiency of the algorithms with Cordeau’s benchmark data [22]. In the 
benchmark data, the number of vehicles per depot is 2, but we gave maximum of 4 vehicles 
per depot. In Table II the number of vehicles means the whole number of vehicles, not the 
number of vehicles per depot. The benchmark data were run ten times. Table II indicates 
the minimum solution, the maximum solution and the average solution of the runs. Based 
on the results, the Rank Based Version of Ant System gave the best performance. The 
second best was the Elitist Strategy of Ant System algorithm. The worst performance was 
given by MAX-MIN Ant System algorithm. The Figure 9. shows the solution (performed 
by the Rank Based Version of Ant System) of the Multi-Depot Vehicle Routing Problem 
with Time Window. 

Table I. 
The characters of the benchmark data 

 Ds4 NoVpD5 NoC6 NoD7 MDoR8 CCoV9 BNR10 

1 pr01 2 48 4 500 200 1083.98 

 

4 Dataset 
5 Number of vehicles per depot 
6 Number of customers 
7 Number of depots 
8 Maximum duration of the route 
9 Capacity constraint of the vehicles 
10 Best known result 
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Table II. 
Results 

  ACO11 AS12 ESAS13 MMAS14 RBVAS15 

Minimum 
solution 

Route length 1910.78 1790.71 1770.12 2129.59 1601.94 

Running time 
(min) 4.69 3.56 3.98 2.63 5.55 

Number of 
vehicles 13 11 13 12 12 

Maximum 
solution 

Route length 2324.04 1994.24 1910.35 2370.44 1861.50 

Running time 
(min) 2.39 3.08 4.46 2.97 4.83 

Number of 
vehicles 14 15 14 15 13 

Average 
solution 

Route length 2141.08 1900.35 1857.74 2272.68 1721.06 

Running time 
(min) 3.69 3.84 3.95 3.40 5.40 

Number of 
vehicles 14 13 13.4 13.3 12.6 

 

 
Figure 9. The solution of Multi-Depot Vehicle Routing Problem with Time Window 

11 Ant Colony System 
12 Ant System 
13 Elitist Strategy of Ant System 
14 MAX-MIN Ant System 
15 Rank Based Version of Ant System 

                                                           



19                                          Anita Agárdi-László Kovács-Tamás Bányai 

7. SUMMARY 
 
In this article, the Ant Colony Optimization algorithms are described. The ACO algorithms 
are heuristic algorithms and simulate the ants while searching for food. We presented the 
following ACO algorithms: Ant Colony System, Ant System, Elitist Strategy of Ant 
System, MAX-MIN Ant System, Rank Based Version of Ant System. The Multi-Depot 
Vehicle Routing Problem with Time Windows (MDVRPTW) was solved with the ACO 
algorithms. The MDVRPTW is a logistical problem, which can simulate the in-plant and 
the out-plant material handling, or a complex system. In the case of MDVRPTW, the 
position of the depots is known in advance. Also, the number and the capacity constraint of 
the vehicles are known in advance. The position, the demand and the time window of the 
customer are also known in advance. The vehicles transport the goods from the depot to the 
customer. The objective function of the problem is the minimization of the transportation 
cost while following the above-mentioned constraints. The performance of the algorithms 
was tested with Cordeau’s benchmark data. Based on the running result the Rank Based 
Version of Ant System gave the best solutions. This optimization solution can be added to 
different simulation methods to improve its performance [23]. 
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